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Abstract

Children are increasingly interacting with digital technology and there are concerns relating to their online safety. Warning signs and messages have been integrated within technology in attempt to address safety concerns, however they often use metaphors and icons that may not always be comprehended by children. This paper reports on a study with 141 UK-based school children, aged between 7 and 13 years old who were asked to design warning messages related to the disclosure of private information online. Children were asked to draw warning messages for other children utilising personas and privacy risk scenarios, which were then analysed using content analysis to identify common characteristics. This paper contributes to the protection of children’s online privacy by identifying a set of guidelines that can be used when designing warning messages aimed at children disclosing data within an online setting.

1. Introduction

The child computer interaction (CCI) community has sought to improve experiences of children using a range of technology in different contexts including education (Wen, Lin, Chen, & Andersen, 2019), gaming (Read, et al., 2018, Sim and Cassidy, 2013) and communication (Fitton, Read, Sim, & Cassidy, 2018). Recently, the community has also included areas such as parental concerns and education (Assal et al., 2018, Bell, 2019, Nouwen and Zaman, 2018). Online safety will become more prominent now that the UN have adopted the General Comment 25 on Children’s rights in relation to the digital environment. This will afford children the same rights in the physical and digital world with respect to privacy and protection. Governments will be accountable and thus new legislation may be required. For example, the UK had previously acknowledged aspects of this General Comment through the UK’s “Digital Charter”. This raised concerns about the power relationship between technology companies and citizens, and data protection legislation has been passed which identifies children as a vulnerable group that needs further protections (European Parliament and Council of European Union, 2018). As children are increasingly using technology in their daily lives to interact with people including peers and family, strategies must be developed to help children manage the risks they will face when using the Internet (Lobe et al., 2020, Smahel, et al., 2020).

Governments have focused on the “commercial-literacy” of children, and how businesses can take actions to protect children. However, “interpersonal-literacy” is also of major concern because children may tell other individuals personal and private things about
themselves (Livingstone, 2018). This has been the focus of research within CCI, educating children on aspects such as passwords (Read and Beale, 2009, Read and Cassidy, 2012) and online privacy (Dowthwaite, et al., 2020, Zhang-Kennedy, Abdelaziz, and Chiasson, 2017). This area has also been supported by government schemes including the UK Council for Internet Safety who released an educational framework that aims to help children enjoy the Internet safely, which includes helping children understand the risks associated with interpersonal communications (Safety U.K. Council for Child Internet, 2020). This framework identifies privacy and security as a key theme that should be taught to children to help keep them safer while online. Despite these interventions there is still strong evidence that children are being put at risk whilst interacting online (Office for National Statistics, 2020).

Children may be put in danger by the lack of controls offered when they share private data with others, especially on the Internet. The range of dangers and risks faced by children in today’s connected world are broad and complex, ranging from stranger danger, sexual communications, cyber-bullying, and the routine collection of personal data stored for future use. In the UK around 18% of 8-to-11 year olds reported seeing online content they considered worrying or nasty (Bentley, et al., 2020), while the NSPCC estimate that 1 in 20 children have been sexually abused, with rising Internet use as one of the drivers for such high numbers (Suarez, 2019). The Office for National Statistics suggest that almost 1 in 20 children have experienced online bullying behaviour within the last 12 months (Office for National Statistics, 2020). UNICEF have issued a warning to governments worldwide after seeing the worrying trends worsen due to COVID-19 (UNICEF, et al., 2020).

The COVID-19 pandemic, subsequent lockdowns, self-isolation periods, and school closures have sent children to the Internet as their primary means of communicating with their friends. It has become common for children to communicate with others using a range of social networking sites, playing online computer games, using home-schooling programs software such as Seesaw and other online applications (Lobe et al., 2020, Ofcom, 2021). By publishing their private data through these communication tools, they are building a larger online digital footprint than ever before Children’s Commissioner (2018). Young children are developing their understanding of the world, and may not have the digital literacy to identify the risks and appreciate the consequences of the harms linked to publishing personal data (Children’s Commissioner, 2017, Information Commissioners Office, 2018). Helping children to manage this digital footprint will empower them to better manage online risks and ultimately stay safer (HM Government, 2017).

One solution to these privacy concerns is to help children with their privacy-literate; to help them understand what public and private information is, and to help them understand the risks they may be exposed to when publishing information within different settings. A purely protectionist viewpoint may be to educate all children not to publish any information online, this could interfere with the freedoms that the Internet provides, preventing children from making friends or using online services that enable their personal growth. Developing privacy-literate in children should help them to make their own decisions, potentially under adult-supervision, about what data they could publish. In addition to the work already published on improving children’s privacy literacy (Knijnenburg and Cherry, 2016, Zhang-Kennedy, Baig, and Chiasson, 2017) one area that is yet to be explored is the potential to use a set of info graphics or warning symbols that could be used to intervene whenever a child interacts or publishes personal data.
The use of warning symbols and their design can be a challenge and Boto, Noriega, and Duarte (2015) suggests that no assumptions should be made when it comes to warnings and children; the pictorials used in common, well-known warning symbols could mean very different things to children and adults. For example, some children have recognised the skull and bones used to indicate poison, as “pirate food” (Boto et al., 2015). Using child-centered child-centred research methods could help alleviate this lack of comprehension, by asking children to design the characteristics of good privacy-related warning messages, to help organisations design meaningful warning signs or symbols to convey those online risks (Read, 2005).

Children have demonstrated their ability to design for others in a range of contexts (Read et al., 2009, Sim et al., 2015); the purpose of this study was to understand how children would warn other children about the consequences of disclosing private information in an online setting. This complements existing research that has focused on the educational aspects of online safety with children (Hartikainen, Iivari, & Kinnula, 2019). Researchers have developed guidelines for a wide range of interactive technologies for children, including apps for children with autism (Sofian, Hashim, & Ahmad, 2018), educational apps (Mak & Nathan-Roberts, 2017) and games (Straker, Abbott, Collins, & Campbell, 2014). Design guidelines can then be used to improve the systems for the target user, in this instance children. Therefore the assumption would be that a set of design guidelines for infographics relating to online safety will ultimately help children to make informed decisions about the management of their digital footprint, and in the process avoiding any adult-based assumptions (Boto et al., 2015).

The contribution of this paper to the CCI community is a set of design guidelines that have been informed by children. These guidelines can be utilised by designers responsible for creating applications that allow children to disclose information to others. As society grows more aware of the dangers posed by disclosing information to others, it becomes an ethical and moral responsibility to help children make informed decisions about what data or information they disclose and to whom they disclose it, while helping them understand the potential consequences of those disclosures.

2. Background and related work

2.1. Online safety

Building safe and secure systems for children is more complicated than simply placing children at the centre of any design and development task (Dempsey, Cassidy, & Sim, 2016). Online safety is mediated by parents, carers, teachers, industry and policy makers who all have a role to play in keeping children safe (Hartikainen, Iivari, & Kinnula, 2015). However, even the mediation space can pose challenges due to different perceptions and objectives with respect to children’s online safety. Industry and policy makers may be taking a more holistic and societal view governed by adhering to legislation, while other stakeholders may be concerned with threats or risks to an individual child.

During their review of adolescent online safety, Pinter et al. observed that much of the child online safety and risk work had yet to change the status quo (Pinter, Wisniewski, Xu, Rosson, & Carroll, 2017), yet there have been plenty of attempts to improve different types of online safety such as stranger-danger (Badillo-Urquiola, et al., 2019), cyber-bullying (Hartikainen et
Children do not always associate stranger-danger as an online risk and instead may associate online risks with cyber-bullying or other unwanted attention instead (Badillo-Urquiola, et al., 2019). During their cooperative inquiry session with 14 children from the University of Maryland’s KidsTeam program, programme, aged between 8 years and 11 years old, Badillo-Urquiola, et al. (2019) identified that children desired different levels of agency; they wanted mediation/help when it came to dealing with stranger-danger, however, they also wanted enough personal agency to be able to cope with taking decisions and actions. While they recognised that the stranger-danger scenarios where probably not serious enough to call emergency services, they may not have the skills necessary to deal with the situation without some form of help. As an alternative to parental/mediator support, children suggested they would prefer an automated intelligent assistant detect risky content and tell them when the situation was “bad” or “dangerous”. Therefore, some technology mediated intervention or assistance may be preferable for assisting children understanding online risks.

There has been considerable work looking at how to protect users, including children, from phishing emails through measures including automated detection (Bergholz, Paaz, Reichartz, Strobel, & Chang, 2008) and training interventions (Lastdrager et al., 2017). These measures are vital as children have demonstrated poor judgement in identifying phishing emails (Nicholson, et al., 2020) with recommendations made to have better training for children within schools. However, there is concern over the long-term effectiveness of training children with regards to Phishing as the learning appears to be momentary and diminishes over time. Lastdrager et al. (2017) provided cyber-security training to children that focused on the ability to detect phishing emails, and then tested the children’s ability to detect legitimate or phishing emails both immediately and over different lengths of time. The children made an immediate improvement with their ability to identify phishing emails, and over time children improved their ability to identify legitimate emails but did not continue to improve identifying phishing emails. In other research looking at the retention of phishing knowledge (Kim, Lee, & Kim, 2020), it was inferred that the retention period for anti-phishing training is less than three months based on their experimental work, which demonstrated phishing deception decreased almost immediately after training, but returned to the pre-training rate after three months. Therefore, interventions or training may need to be repeated to be effective over time.

It is well documented that children engage with games within an educational context (Vitak, et al., 2018), and while not evaluated with children Chen et al. (Wen et al., 2019) developed an educational game combining role playing and interactive content to teach people about phishing and the potential consequences. The results showed that the adult participants could identify phishing emails effectively after the training but there is no evidence of whether this behaviour is sustained over time. Sun, Kuo, Hou, and Lin (2017) developed a game and evaluated it with 110 elementary school children demonstrating increased knowledge of phishing could be inculcated by a trial and error approach via repeated use. There may be potential to use educational games to help children identify phishing emails and comprehend the risks. Clearly, education plays an important role with helping children to combat the challenges of online safety, yet it is also important that facilities are provided enabling children to develop skills even after the training.
While training/education is clearly part of the solution, there is also evidence to suggest that children would prefer the ability to mediate their own online interactions, perhaps with the help of an automated intelligent assistant (Badillo-Urquiola, et al., 2019). While not focused on children, there is also evidence to suggest that a “paternalistic nudge” can help move users towards taking safer decisions with their online activities (Acquisti, et al., 2017). Having an automated intelligence assistant would also provide help and protections where children cannot rely on the safety of those responsible for their safety; not all parental relationships are safe.

Adults may not always be able to mediate or keep children safe online. There are challenges related to becoming an effective mediator; mediators need to develop subject knowledge, relying on information and education sources that they may not be equipped to understand (Burušić et al., 2019, Shin, 2018). However, children need to remain safe even when those mediating their interactions are insufficient, and therefore there is a need to provide children with conditions that will help them to make safer decisions.

Mediating online interactions to ensure that children remain safe may be a viable option. However, there is often a different attitude taken between child and mediator, whereby the child believes the mediator should ask their opinion, yet the mediator believes it is their responsibility and therefore permission need not be sought (Moser, Chen, & Schoenebeck, 2017). The disagreements between child and mediator can often lead to boundary turbulence where the child and mediator disagree, ultimately leading to mistakes being made (Ammari et al., 2015, Zhang-Kennedy et al., 2016).

The challenge of providing an environment where children can explore and take advantage of the opportunities offered by the Internet, while keeping their interactions safe and secure is indeed complex. While the solution is likely to involve a mixture of effective mediation, industry/regulation, and education of the children we are trying to protect, it is also imperative that children are equipped with the ability to independently take safer decisions relating to online safety.

2.2. Privacy

Privacy takes on a different meaning for different people from within different cultures, and while there have been many different attempts to define privacy within the literature, there is no “one size fits all” definition. It is worth referring to Solove’s work on “Conceptualising Privacy” which examines and evaluates different concepts/viewpoints of privacy within the legal literature (Solove, 2002). When discussing privacy, it is related to an individual’s attitude towards privacy, which may or may not be reflected in their actions. This paper will not seek to define privacy, but assumes that individuals, be they children or their mediators, have an attitude towards how much they can control the information that is available about them; it also will acknowledge that this concept is flexible and may be different from moment to moment.

Hartikainen, Kinnula, Ilivari, and Rajanen (2017) describe online safety as having different divisions such as content, contact, conduct, and computer usage threats. They interviewed 141 children aged between 10 and 12, and discovered they had been subject to disturbing or scary videos, scary photographs, stranger danger, cyber-bullying, sexual content, or something else; the essence of these findings are that our children are subject to lots of different threats in an online connected world (Hartikainen et al., 2017). While some of these online threats might be avoided with more careful privacy control, using those privacy controls may cause further problems down the line. Children need to learn how to manage their own privacy, not just by using privacy controls, but by assessing the risks and making informed decisions about subsequent actions.
There have been efforts to teach children about concepts relating to privacy, and how to make privacy-saving choices (Egelman et al., 2016, Zhang-Kennedy and Chiasson, 2016). It has been suggested that everybody has their own attitude towards privacy (Bryce & Fraser, 2014), and their attitude may not be reflected in their actions (Barth & de Jong, 2017), for example people may believe that they are private individuals yet they publish intimate details of themselves on social media. Children may self-report attitudes that have been heavily influenced by those mediating online privacy interactions, and those providing the mediation of online privacy interactions may have an entirely different attitude towards privacy; for example, a parent may think it is important that information is not published, but a service provider enables details to be published. It may be important that any solution does not attempt to impose an attitude towards privacy onto those that it is seeking to help, otherwise the solution may become unusable. The “tacit” nature of privacy means that no single solution will fit all.

“Boundary turbulence” occurs when children and mediators are responsible for taking a common attitude towards privacy (Ammari et al., 2015). There are likely to be disagreements and potentially inconsistencies when children have multiple mediators. Children are conscious of the “internal threat”, for example older siblings who may learn their password, or parents who may ask them not to play on a game; whereas mediators are more aware of the “external threat” (Zhang-Kennedy et al., 2016) such as sexual predators. While parents identify privacy as their main barrier to Internet use (Livingstone, Blum-Ross, & Zhang, 2018), they are also often responsible for sharing more information than their child would like through so-called “sharenting” (Steinberg, 2017). Children are having very different experiences with their mediators with respect to their privacy boundary.

Privacy education is important and within the UK there have been attempts to standardise the syllabus for children relating to privacy. Egelman et al. (2016) took a risk-focused approach whereby the syllabus was influenced through ten principles. These ten principles identified threats that could occur because of risky behaviour. For example, principles included “you’re leaving a footprint”, “there’s no anonymity” and “information is valuable” (Egelman et al., 2016). The UK Council for Internet Safety have recently released a framework to be used within schools to provide the scaffolding around what should be taught to children of different age groups, privacy and security is one of eight aspects of online education (Safety U.K. Council for Child Internet, 2020). Despite these positive moves, it is still open to individual educators/schools to interpret and provide learning materials and experiences for the children. This reintroduces the problem of consistency, not only with the educator’s attitude towards privacy, but also with the materials and approaches used to educate the children. There have been several attempts to provide privacy-related materials that are child-friendly and effective (Di Gioia et al., 2019, Knijnenburg and Cherry, 2016, Zhang-Kennedy, Baig, and Chiasson, 2017, Zhang-Kennedy and Chiasson, 2016).

Zhang-Kennedy and Chiasson (Zhang-Kennedy & Chiasson, 2016) used an interactive book to teach privacy related concepts to children aged between 7 and 9 years old. The results of the evaluation of the book suggested that children found the book engaging, fun, easy to use, good for learning, the characters were likeable, and they were happy to tell other kids about their experience. However, this was about teaching children about somebody else’s attitude towards privacy. This may be problematic because it attempts to impose a view of privacy rather than teaching them to reflect on their own attitudes to what should be private. As children start to get older, they will manage their own privacy choices more independently, and therefore it becomes even more important that they are able to manage their own privacy. Children may use the Internet to explore their identity, and by having their Internet usage mediated this may prevent this exploration from happening in the first place (Blackwell, et al., 2016). It is imperative that children not only learn about privacy concepts,
but they should also learn how to take decisions relating to their privacy. We want children to have the ability to take informed decisions in the absence of mediation; there are situations where online interactions should not be mediated by adults, for example when children are exploring their own identity.

It is not only apps that children interact with that raises privacy concerns, there has been an increasing number of interactive toys collecting and sending data to third parties over Internet connections; the children who own these toys probably have not read the privacy policy which means the children are at risk of telling their toys private information directly, or by the toy overhearing private conversations accidentally (Jones and Meurer, 2016, Mcreynolds, et al., 2016). Holtz et al. developed a set of privacy icons that would help people understand data practices, although these icons were not developed specifically for children (Holtz, Nocun, & Hansen, 2011).

Privacy policies are the way businesses explain to customers what data is collected about them, who has access to the data, and for what purpose they collect that data; yet this information is not suitable for children (Children’s Commissioner, 2018). People are interested in privacy, but not interested in privacy policies (Hagan and Way, 2016, Silva et al., 2017). A privacy policy is often a monolithic document that uses legalistic and unfriendly language not understandable to most children (Children’s Commissioner, 2018). The Children’s Commissioner had some children look at a simplified privacy policy, and even then, some of the children believed it was written in an overly-complex way so that people could not understand it, and would be put off reading it therefore allowing data processors to do whatever they want with their data (Children’s Commissioner, 2017). Privacy policies are written by lawyers, not by children, and typically not by people who know what will work well with children. Research has demonstrated that privacy policies are generally not read by anyone, let alone children (Staddon, Huffaker, Brown, & Sedley, 2012). Privacy policies can also change, and it is difficult to make people aware of what parts of a privacy policy has changed. For example, a person could read a privacy policy, agree to the terms and conditions, and then disclose personal/private information. If the company was then bought by a new owner, who operated a different privacy policy, then any disclosed personal data could suddenly be treated in ways that the user has not previously agreed to Children’s Commissioner (2018).

To aid children, a solution should be provided which complements existing work but also does not attempt to impose a particular attitude towards privacy, else it risks being at odds with the child and their mediators. Not all children will understand the concepts involved, so the solution needs to provide access to developmentally appropriate education to help children understand the key issues in such a way that will help them to engage with making privacy-enhancing decisions.

2.3. Privacy interventions

The work undertaken to educate children about privacy concepts (Knijnenburg and Cherry, 2016, Zhang-Kennedy, Baig, and Chiasson, 2017) was designed to intervene near the beginning of a child’s journey of understanding privacy concepts; these almost monolithic interventions demonstrated that education plays a key role, however the benefits are often short-lived (Kim et al., 2020). Unlike these comic-book style monolithic interventions, it may be possible for technology to identify when a child is about to disclose potentially private data and intervene, at that moment, to encourage them to take mindful decisions that are appropriate for their own attitude towards privacy for that situation.

There have been other interventions designed to enhance privacy-related decisions, although these are not generally aimed at children. Balebako et al. (Mcreynolds, et al., 2016) and Egelman
et al. (Jones & Meurer, 2016) have both tested the impact of the timing of privacy interventions and their evidence suggested that intervening during app usage, or just-in-time, improved the salience of the intervention (Balebako et al., 2015, Egelman et al., 2009). While Patil’s suggestion that moderately delaying feedback would avoid an overly alarming reaction to end-user privacy management (Patil, Hoyle, Schlegel, Kapadia, & Lee, 2015), it also risks imposing a personal attitude towards different privacy risks. Alolahy and Takabi suggested that privacy decisions can be taken based on first impressions of an app, and using a “privacy grade” before an end-user installs software can impact on that first impression (Alolahy & Takabi, 2016), however this approach while much more simple is still monolithic in approach. Egelman et al. created “Privacy Finder” a search engine which employed a set of privacy indicators help to quickly identify a mismatch between personal privacy choices and a website’s published privacy policy (Egelman et al., 2009); however, this approach assumes that you are already educated and understand your own attitude towards privacy and that you are able to take decisions about potential mismatches. Children may not be able to comprehend the information presented.

Private data can be shared with businesses, for example by telling someone your home address, or it can be shared with individuals, for example by telling somebody your name or where you live. While it is possible to pre-determine when private data is disclosed to a business (for example, through typical data collection methods and form filling), it is not always possible to pre-determine when data will be disclosed to individuals (for example, when talking to somebody using a chat program), although AI maybe able to detect this disclosure. Intervening as the privacy risky behaviour is happening provides a contextualised, just-in-time response (Schaub, Balebako, Durity, & Cranor, 2015) making the child mindful of their interactions and its consequences. Kabat-Zinn defines mindfulness as “the awareness that emerges through paying attention on purpose, in the present moment, and nonjudgmentally to the unfolding of experience moment by moment” (Terzimehić, Häuslschmid, Hussmann, & Schraefel, 2019). Privacy interventions may need to be context sensitive and intervene before the child has disclosed private data to encourage them to take a mindful decision. This mindful approach can help to nudge children towards more privacy-enhancing decisions (Acquisti, et al., 2017).

Yap and Lee (2020) have created a four-stage engagement framework that defines how much an early adolescent knows about online privacy. While not explicitly referring to mindfulness, this four-stage model describes how a child may form their own attitude towards different privacy risks. This model is applied within an instructive/learning environment; however, it is equally suitable for just-in-time context-sensitive situations (see Fig. 1).

Based on this model interventions could intervene at the appropriate time to make the child aware that there is a privacy issue that needs to be considered. Dependent on their design they may then link to other educational resources giving the child the option to find out more if they do not yet understand the risks involved. Provided the privacy intervention intervenes at the correct and appropriate time then children can receive a context sensitive, just-in-time message that gains their attention to the current privacy risk. Kumar et al. identified that privacy-focused educational material should include relatable elements, equip children with the ability to make decisions and expose children to a range of consequences which can be accomplished by utilising the four stage engagement framework (Vitak, et al., 2018). How to make children aware and draw their attention to a possible risk has yet to be established, there are many possible solutions, including warning messages, pop ups and info graphics.
A good warning message will gain the attention of the child quickly and therefore should be based on a three stage process whereby attention is gained (attention), risky behaviour is explained (knowledge), and actions that could be taken to comply to avoid that risky behaviour is provided to the user (compliance) (Laughery & Wogalter, 2014). However, care must be taken when providing warnings to children. There are many standards associated with warning signs (e.g BSI 5499-1:2002), yet it is unclear if these warning standards have been tested with children. Some of the children interviewed by Boto et al. stated that they could not understand a warning message’s general meaning or purpose, and while over half of the children had learned about warnings at school, they continued to have difficulty with the vocabulary necessary to express what warnings are Boto et al. (2015). It is important that warning signs are tested with their intended audience (Wogalter, Conzola, & Smith-Jackson, 2002a), even if they follow already established guidelines. The research guidelines discussed in Wogalter, Conzola, and Smith-Jackson (2002b) contains various demographic variables, such as age, yet children were not specifically discussed, leading to the belief that children had not be specifically considered in the design and evaluation of warning designs.

2.4. Designing guidelines of warning messages in the context of children

Allowing warnings to be “contextualised” means giving designers the flexibility to accommodate their own look and feel within the presentation of privacy interventions. Therefore, rather than developing a fixed set of warnings, a set of design guidelines will be created instead. Within the Child Computer Interaction (CCI) community it is common practice to engage children in the design of systems meant for use by children; therefore, it may be possible for children to contribute to the design of a set of guidelines that can be used to implement privacy interventions.

Working with children to design guidelines relating to privacy interventions is likely to be challenging; children may not have the knowledge or experience necessary to make informed decisions about what private information to reveal online (Badillo-Urquiola, et al., 2019, Zhang-Kennedy et al., 2016). Faith Crano, Reagle, and Ackerman (2000) have described children as being “disinterested in privacy”, yet other research (Bryce & Klang, 2009) also claims that some young children have the ability to make associated judgments about the risks in disclosing their data. Children are able to learn by rote what privacy means (Vitak, et al., 2018); however, they are unaware of what data can be collected without their knowledge, and expressed surprise and discomfort when it was explained what it could be used for Dowthwaite, et al. (2020). While not
focused on children, Hagan and Way designed a new set of privacy communications aimed at another disinterested group of stakeholders, 20–40 year olds, that engaged the audience by making privacy decisions more actionable (Hagan & Way, 2016).

There are many challenges identified within the CCI literature about designing for and with children. While every adult was once a child, they forget quickly and face different challenges than children, often with very different concerns (Read, 2005). A warning sign pictorial could mean something to a pre-conditioned adult yet mean something entirely different to a child whose imagination must find a meaning. For example, the skull and cross bones have often been used to identify poisonous materials whereas a child may see the skull and cross bones to mean pirate food (Boto et al., 2015). While Jeong and Chiasson focused on cybersecurity warnings, they identified differences in perception between adults and children with respect to important warning sign properties such as colour, symbols and the words used in common warnings (Jeong & Chiasson, 2020), indicating that it would be a mistake for adults to believe they can always design solutions for children.

Warning signs and labels have been designed for a wide range of different products and services. Kelley et al. developed a colour coded labelling system, they describe as a “nutrition label”, that would explain privacy policies to lay people (Kelley, Bresee, Cranor, & Reeder, 2009). While this nutrition label focused on privacy policies rather than privacy interactions, it demonstrates an approach to provide a design solution that makes the information more accessible and usable when presented in a different way. Privacy interventions such as “Privacy Bird” (Cranor, Guduru, & Arjula, 2006), “Privacy Grade” (Alohaly & Takabi, 2016) and “Privacy Finder” (Egelman et al., 2016) are further examples where a solution has involved the design of an intervention that provides the end-user with information before they take any action. None of these solutions had children in mind when they were developed, and as such these fixed designs are most likely not best placed to use within a child-context.

The CCI community is well-versed working with children to create solutions to technological problems. The CCI literature is full of examples of co-design, participatory design, or cooperative inquiry all of which involve working alongside children as solution designers. This approach has the distinct advantage that work is heavily influenced by those that it is designed to help; it engages children to design solutions for children. Children have demonstrated they can contribute to design guidelines for products aimed at children (Read et al., 2009, Sim et al., 2015). Vitak et al. (Zhang-Kennedy & Chiasson, 2016) developed a set of high-level guidelines about creating privacy-related games and stories for children (Vitak, et al., 2018); these guidelines are a good example where the guideline provides guidance rather than prescriptive answers. They recommend that children are equipped with the ability to make privacy-related decisions. Privacy knowledge is tacit, it means different things to different people, different people retain their own attitude towards privacy, and we are not looking to impose a view of privacy by rote. Lastly, when Vitak et al. suggest that children should be exposed to both negative and positive consequences of their actions. It is one of the key drivers for a privacy intervention that children should be able to locate related and context-sensitive situationally aware examples, so they are better equipped to take mindful decisions (Vitak, et al., 2018). It is evident from the literature that it may be feasible to design interventions with children to make them mindful about their interactions online.

3. Methodology

Based on the arguments in Section 2.4, this study produces a set of design guidelines by asking the question “how do children warn other children about the risks of disclosing data on the internet?”. 

To answer this question, first, children were asked to design their own warning messages, utilising personas to help focus their design ideas for other children. These warning message designs were then analysed using content analysis (by coders or researchers), and the results are synthesised into a set of guidelines suitable for designing child friendly privacy warnings.

3.1. Participants

The study was reviewed and accepted by the University of Central Lancashire’s Science and Technology ethics committee. The study involved asking children to design warning messages they would give to other children when disclosing data to other people.

As part of an outreach activity aiming to enthuse children about science and technology, several schools were invited to be part of a “MESS Day” experience (Horton, 2012). The schools were in and around the Preston area; Preston is within the 20% most deprived areas of England (Lancashire County Council, 2019). The school decided which children could attend the MESS Day, and no selection criteria was stipulated beforehand.

The format of the day was explained so that schools could plan their day in advance. Information sheets were provided to schools and parents. Prior to the event schools collected parental consent for the participation of their children, and for the collection of data produced during any studies.

On arriving at the event, using language adapted for children, assent, their right to withdraw and their right to not participate was explained. Their teachers were present should any child have any specific needs.

Immediately before the study commenced participants were reminded about their right to withdraw and their right to keep their data. At the end of the study, and before anything was collected, participants were reminded that they had the right to keep their warning message designs.

In total there were 141 participants, aged between 7 and 13 years old, with an average age of 9.8 SD 2.15. There were 63 boys, 77 girls and 1 participant did not record a gender. All the participants took part in the activity and consented to the use of their data.

3.2. Apparatus and design task

Participants had their own colouring pens and pencils and an activity booklet to create their designs in. Using a persona to focus their attention on designing for children, participants were asked to create warning messages relating to the disclosure of private data.

3.2.1. The privacy personas

Personas are commonly used by design teams to enable empathy and identification of similarities between the design team and the archetypal users of a proposed system (Salminen, 2018). A description of a persona typically contains their name, a photograph of the persona, and characteristics/details of the persona that help describe them as a typical user ((Jen) McGinn & Kotamraju, 2008). Designing for an identified persona, as opposed to a general class of “users”, allows the design team to focus on the specific needs of that persona. The ethos of this study was to encourage the participants to design specifically for someone other than themselves.

Two privacy personas were developed by combining information about the typical online activities of children and their attitude towards privacy (Dempsey et al., 2018, Livingstone et al., 2017); to acknowledge the importance of mediator influence, details were added about the persona’s
interests at school and details about their parents. These influential adults were synthesised by using the privacy segmentations described by Dupree, Devries, Berry, and Lank (2016), and creating a narrative around these attitudes to privacy. While it may not be typical to include information beyond the persona character themselves, it was decided to include information about mediators to provide a more life-like example of how a child may take decisions about disclosing privacy. While children are able to understand various concepts related to privacy (Dempsey et al., 2018), they are often disinterested in privacy (Bryce & Klang, 2009), or do not have the vocabulary or ability to articulate their knowledge (Boto et al., 2015). This would suggest that children are likely to fall within Dupree’s “marginally concerned” group. However, children will often demonstrate behaviour which depends on a mediator’s attitudes towards privacy (Dupree et al., 2016).

To help give the participants a focus for their design task, two personas were created that described an archetypical child-computer user. The personas were called Logan and Vienna. Logan was in year 4 at school (8 years old), was white British and did not have any siblings. Vienna was in year 6 at school (11 years old), was British African-Caribbean and had 1 younger sister. Fig. 2 contains the persona description of Logan.
Logan

Age: 8 Years Old
Ethnicity: White (British)
Brothers and Sisters: None
School: Year 4 (ages 8 and 9)

Attitude Towards Technology
Logan has had an iPad since his parents bought it for his 6th birthday present. He likes to play computer games he has downloaded for free from the App Store, and he has over 100 games currently installed. His favourite game is “Fortnite” because it allows him to talk with other players while he is playing, which makes the game so much more fun.

His parents have also paid for a Netflix account where he can access his favourite TV programmes such as “Teen Titans Go”; however, his favourite activity is using YouTube to watch how other people complete his favourite computer games.

He occasionally uses Skype for video chats with his grandparents, who live quite far away in Scotland. Logan has an Instagram account that he created but doesn’t yet use, but he does use snapchat filters to make funny pictures of himself and his friends.

School
Logan enjoys going to school where he is on the school council and is a member of the computer club. He has recently started to learn how to use a BBC micro:bit during computer club. He really enjoys using computers to help him complete his schoolwork and will often hand in homework that he has created using “Notes” on his iPad.

Logan really enjoys playing football and is in the after-school football club. He only likes to play with his friends at school and doesn’t want to play more seriously in a weekend league.

The Parents
Logan’s Dad uses a computer for his job every day. He has a work laptop that he occasionally brings home, but he doesn’t tend to spend that much time on his computer during the evening and weekend. His Dad is a big Preston North End fan and encourages Logan to go outside and play. Logan’s Dad is quite strict when it comes to using a computer and sets times when Logan can use his iPad. He allows Logan to use his iPad between 7pm and 8pm on a weekday, and no longer than 3 hours at the weekend.

Logan’s Mum is a teacher who uses a computer every day. She knows the name of many apps that help Logan to understand how to answer Maths questions and to learn phonics, and she has always encouraged him to play with technology to learn new skills. Logan’s Mum doesn’t allow Logan to use his iPad just before bedtime.

Fig. 2. Logan’s persona description.

---
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3.2.2. The activity booklet
An activity booklet was created for the children to design warning messages within. It contained 5 pages of A4 sized paper. Page 1 was a cover page with the title “Design Workbook” and space for the participants to record their age and gender. Pages 2, 3 and 4 contained a drawing space for the participant designs. Page 5 contained a word search puzzle with the names of superheroes (e.g., cyborg, ironman, and superman).

Fig. 3 shows the participant drawing space. This was enclosed by a table device outline, to help focus their attention to designing warning messages for a computing device (e.g., PC, tablet, mobile phone). Annotated around the tablet outline was an eye, an ear, a nose, and a hand, which were added to encourage participants to think about what a warning might look like, sound like, smell like or feel like; so that they did not feel constrained to visual warning designs. The design of the booklet was influenced by the concept of prime design (Fitton & Read, 2016), helping and encouraging the children to think about the different possibilities within the capabilities of the technology.

The activity booklet contained spaces for up to three designs, and the word search for any participants who either did not wish to participate or who finished earlier than the other participants.
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Fig. 3. Participant design space from the activity booklet.

3.2.3. Privacy risk scenarios
Solove’s “taxonomy of privacy” classifies threats to privacy when disclosing data to others (Solove, 2006). These classifications cover a broad range of scenarios for when people disclose data. The risk of “surveillance” is when someone is watching, listening to, or recording data that is submitted. The risk of “interrogation” involves various forms of questioning or probing for information. Using these classifications and linking them to the prevalence of bullying in an online context (Office for National Statistics, 2020), two scenarios were created (described below) that children could have experience of. Instagram was used within the scenarios as the underlying technology/online service provider.

The risky behaviour within design task 1 (surveillance) is when Logan or Vienna are about to upload a photograph to Instagram. Many cameras can encode the GPS coordinates of where the camera was when the picture was taken and uploading a photograph to social media may mean that other people are able to probe the data for the location of Logan or Vienna. The photograph itself may also reveal information about Logan or Vienna but could also provide location information (for example their school or home address).

The risky behaviour within design task 2 (interrogation) is when Logan or Vienna are about to send a direct message to someone over Instagram. Even when you are “friends” with someone online through social media, you do not really know who you are talking to unless you are in their presence. A message sent to a friend may be intercepted by somebody else for example a parent or sibling.

3.3. Study procedure

The study was conducted over several weeks at the University. Upon arrival, the participants went to a computer room for a briefing on the day’s activities. This included being introduced to the various researchers and then various concepts were explained to them. The idea of a scientific study, data, and assent was explained using child-friendly language and examples. This format has been used in previous studies within the institution (Horton, Read, Mazzone, Sim, & Fitton, 2012). Participants were told that the University was paying for this study, and that they could choose to participate and could decide if researchers could keep any data produced.

The participants were separated into small groups by their teachers, and each group went to their first activity. For this activity, each desk had an activity booklet and lots of different pens and pencils of different colours. A PowerPoint presentation was readied on the data projector containing information about both the persona they were designing for, and details of the design task. Each desk also had a printed copy of the persona information should the participant need a reminder.

When participants arrived, the researcher introduced himself and explained the aims of the study. The persona was explained, and the participants were engaged about how they had similar hobbies or experiences as the persona. For example, the participants would volunteer information about the type of videos they were watching on YouTube (often “slime” or “satisfying” videos).

The design task, including the privacy risky behaviour, was then described. The privacy risks were discussed with participants to make sure they understood them. The participants were given approximately 10-15 min 10–15 minutes to complete their designs/drawings. Each participant had their own desk which encouraged them to work independently. The researcher did not stop them
from talking to their friends, however, often a teacher would suggest that they focus on their own work.

There were two personas and two risky behaviours, and the researcher would preselect which persona and which risky situation each group would work with. By preselecting which persona and which risky behaviour would be used, it allowed the researcher to collect a balanced set of data from the participants.

Some participants finished with time to spare and created a second design (the activity booklet had spare pages for this reason). A word search was provided, as an additional activity, for those that did not want to create designs, or who finished the task early. Once the task was finished, the participants were reminded that they could keep their activity booklets if they did not want us to keep their data. The activity booklets were collected, and the participants thanked. The participants were then taken to their next study/activity, and the room was set up again for the next group of participants.

3.4. Data analysis

Participants managed to create 162 individual drawings. 12 of those drawings were either incomplete, or the participant had decided to draw something not related to the task, and they could not be analysed; therefore, only 150 drawings contributed to the analysis. These drawings were analysed using content analysis to produce both quantitative and qualitative data that identified characteristics from within the drawings (Neuendorf, 2001). A “coding book” was created that dictated how the research would analyse these designs. Analysis of the designs was completed in two phases where the first phase involved analysing the “manifest” content, and the second phase involved analysing the “latent” content.

3.4.1. Phase one analysis — manifest content

Manifest content analysis quantifies a set of characteristics from across all the designs. These quantities can then be compared to draw conclusions. Analysis of the manifest content was achieved in two passes. The first pass built a “coding book”, and the second pass used the coding book to quantify the characteristics within the designs.

Laughery and Wogalter (2014) suggested that an effective warning message would contain three different parts. The “attention” part will draw attention and make it clear there is an issue that should be considered. The “knowledge” part will explain the risks and dangers associated with continuing without taking avoiding actions. The “compliance” part will explain what actions should be taken to avoid or minimise the risks associated with that behaviour.

During the first pass the researcher examined each design and looked for characteristics within the attention, knowledge, and compliance parts. As the list of characteristics was created, the researcher compiled a list of potential values for those characteristics. These characteristics and potential values were then compiled into the coding book. Each identified characteristic is described and justified within Table 1, Table 2, Table 3.

3.4.1.1. Coding and reliability — manifest content.

The coding book contained instructions that explained what to look for and how to analyse the designs; the instructions included how to record the results of the analysis into a spreadsheet so that further analysis/quantification of the data could be carried out later. Two independent coders analysed the data. The first coder examined each of the children’s designs one-by-one and following
the instructions in the coding book they quantified the characteristics for the attention, knowledge, and compliance parts of the designs.

Table 1. Description of attention characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Justification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>Where the attention part was displayed. For example, top, middle, bottom, pop-up.</td>
</tr>
<tr>
<td>Size</td>
<td>The size of the attention part. For example, small, medium, large.</td>
</tr>
<tr>
<td>Colours</td>
<td>The most prominent colours. For example, red and black.</td>
</tr>
<tr>
<td>Contrast</td>
<td>If contrast was used to gain attention, how that contrast was achieved.</td>
</tr>
<tr>
<td>Format</td>
<td>The way in which attention was achieved. For example, words, sound or pictorials.</td>
</tr>
<tr>
<td>Signal words</td>
<td>The words that were used to grab attention. For example, warning, stop, danger.</td>
</tr>
<tr>
<td>Pictorial</td>
<td>Any pictorials that were used to gain attention.</td>
</tr>
</tbody>
</table>

Table 2. Description of knowledge characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Justification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terms used</td>
<td>The key words that were used to explain the risks. For example, “hacked”, “stranger” or “bully”.</td>
</tr>
<tr>
<td>Format</td>
<td>The way in which the risk was described. For example, words, pictorials or sounds.</td>
</tr>
<tr>
<td>Pictorials</td>
<td>Any pictorials that were used to explain the risks and consequences.</td>
</tr>
<tr>
<td>Risk made explicit</td>
<td>If the risk was made explicit during the description (y/n)</td>
</tr>
</tbody>
</table>

Table 3. Description of compliance characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Justification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Terms used</td>
<td>The key words that were used to explain how to avoid the risks. For example, “think”, “permission”, “get help”.</td>
</tr>
<tr>
<td>Style</td>
<td>The way in which compliance behaviour was explained. For example, vague, direct or cartoon.</td>
</tr>
<tr>
<td>Pictorials</td>
<td>Any pictorials that were used to explain how to avoid the risk.</td>
</tr>
<tr>
<td>Instructions explicit</td>
<td>Are the compliance instructions made explicit to the user? (y/n)</td>
</tr>
<tr>
<td>Child-friendly language</td>
<td>And do those instructions use child-friendly language? (y/n)</td>
</tr>
</tbody>
</table>
To check if the coding book was reliable, a sample of 10 randomly chosen designs were analysed by a second coder/researcher using the same coding book. The codes from the first researcher/coder were compared with the second researcher/coder and a percent agreement calculated using Holsti’s method. A 92% agreement was achieved between researchers, suggesting that the coding book provided intercoder reliability.

After the coding had been completed, the first coder grouped some of the characteristics together to draw more abstract conclusions that drew together lots of slightly different characteristics together. For example, the terms “bully”, “scammed” and “inappropriate” were grouped together and described as a “threat of a person”.

3.4.2. Phase two analysis — latent content

Latent content relates to the underlying meaning of the design, rather than the explicitly clear characteristics of the designs. Characteristics identified during the latent content analysis will inform the design principles within the design guidelines. Rather than having a set list of characteristics to identify within the designs, latent content is first identified and then quantified. To achieve this, two further passes were made.

The first coder examined each of the designs to look for underlying meanings or qualities within the designs. During the second pass, the coder then quantified each of these qualities to understand how widespread they were within the designs.

The first pass identified the latent qualities listed in Table 4:

Table 4. Description of latent characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Justification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fun/Engaging</td>
<td>16 out of 162 tried to engage the audience by making their designs fun, colourful or humorous</td>
</tr>
<tr>
<td>Real world</td>
<td>35 out of 162 included real-world apps, such as Instagram</td>
</tr>
<tr>
<td>Character type</td>
<td>48 out of 162 used characters within their designs; some were animals, some were people</td>
</tr>
<tr>
<td>Emotion</td>
<td>27 out 162 used “fear” of bad things happening</td>
</tr>
<tr>
<td>Stories</td>
<td>33 out of 162 focused on a story where things happened in sequence</td>
</tr>
<tr>
<td>Instructive</td>
<td>64 out of 162 were instructive and told the audience what to do</td>
</tr>
</tbody>
</table>

4. Results

The results of the analysis of the 150 drawings are presented below.

4.1. Quantitative data manifest content

The characteristics identified in Table 1, Table 2, Table 3 were quantified by examining each design.
4.1. Having attention, knowledge and compliance

The coder recorded if the design had an attention part, knowledge part and compliance part. Identifying this enabled the other characteristics to be focused on. For example, if there was no attention part then the attention characteristics were not examined further.

While we were not testing to see if children could design warnings that contained all aspects of what is perceived to be effective warning message (Laughery & Wogalter, 2014), we could still draw some conclusions from this data. For example, Fig. 4 identifies that only 37 of the 150 designs contained all three important aspects of an effective warning sign (e.g. attention, behaviour, compliance parts). Most of the warning designs contained something to grab user attention; however, providing knowledge was present in only 73 of 150 (48.67%) designs.

![Venn diagram describing who has attention, knowledge and compliance.](image)

4.1.2. Attention part characteristics

While the participants had different strategies for gaining user attention, only 5 of those designs the location appeared to be important, as the position of the pop-up warnings was displayed over and above the rest of the warning message. There were only 4 designs where the size appeared to be an important part of grabbing attention; therefore, the researcher determined that size may not necessarily be important due to this low frequency.

As may be expected with UK participants, red was the predominant colour, used as an important part of gaining attention in 63 of the designs. This may be attributed to the fact that red is used within other warning signs and is associated with negative consequences, for example in food labels and road traffic signs. Black was the second most used colour on 17 designs, followed by yellow (7), multi-colours (6), blue (2), green (1) and orange (1). The selection of many of these colours may simply be attributed to the pen they originally selected. Contrast was difficult to analyse and was not evident in all the drawings as some children only used one colour to draw, as shown in Fig. 6. The background colour of the paper would also influence contrast as black on white, or warnings on a light background were the most popular.

The format of the attention part was grouped, pictorials were the most common method of grabbing attention (10), followed by sound (7) and then words (5). Signal words were grouped, words that related to valuing the risk (such as “warning” or “careful”) were the most popular with 54.
occurrences; words indicating a time or delay (such as “stop” or “wait”) had 29 occurrences, and words relating to cognitive action (such as “think”) had 10 occurrences.

Fig. 5. Example design where the threat “of” a person was made.

4.1.3. Knowledge part characteristics
Terms used to describe the knowledge were grouped and threat “of” a person had the most occurrences with 36 occurrences; cyber-related threats occurred 18 times and threats “to” the person occurred 17 times. In the example in Fig. 5 there are three instances where the child makes comments about being bullied, being rude and being told where to go.

Participants used “words” to communicate the risk in 60 of the pictures, whereas pictorials were only used 13 times. The most common words were related to a threat of a person, for example “bully”, “track you down”, “stranger”, “track you”, and “could hurt”. The most common pictorial involved a character who represented an actor involved in the risky situation.

4.1.4. Compliance part characteristics
Terms used to describe how to avoid/mitigate the consequences/risk were grouped and “not doing something” occurred the most often with 37 times; to “stop and think” occurred 36 times, and “to ask someone” occurred 27 times.
The style of the compliance part was mostly “instructive” where the participants were given a set of instructions to follow to avoid the consequences. Vague instructions were also given on several occasions where the instruction related to avoidance techniques without being explicit on what needed to be done. For example, “be careful” or “stop, think”.

The most common pictorial involved the central character/actor taking action to avoid the risks (see Fig. 6).

![Image](example-design.png)

**Fig. 6.** Example design depicting a character involved in the risky behaviour. The story for this character involved having a stranger arrive at their front door after uploading a photograph to social media. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

### 4.2. Qualitative data - latent content

Qualities of the designs, outside of the “attention, knowledge, compliance” structure of a warning message were quantified. The most frequent quality was that the warning messages were “instructive”, telling the reader what they should or should not do. Other frequent qualities indicated that warnings should include a person, within a real-world setting, and should tell a story. One quality that was not clear was “fear” which was used to promote an action (e.g. avoid doing this action otherwise something bad will happen) (see Table 5).
Table 5. Quantities of latent qualities.

<table>
<thead>
<tr>
<th>Quality</th>
<th>Quantity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instructive</td>
<td>64</td>
</tr>
<tr>
<td>Person</td>
<td>45</td>
</tr>
<tr>
<td>Real World</td>
<td>35</td>
</tr>
<tr>
<td>Story</td>
<td>33</td>
</tr>
<tr>
<td>Fear</td>
<td>27</td>
</tr>
<tr>
<td>Fun</td>
<td>16</td>
</tr>
<tr>
<td>Animal</td>
<td>3</td>
</tr>
</tbody>
</table>

5. Discussion and guidelines

The analysis of the data focused on the model for developing warning signs (Laughery & Wogalter, 2014) and this model will be adapted to inform design guidelines from the results of this study and literature (Grammenos and Stephanidis, 2002, McKnight and Fitton, 2010, Waterson and Monk, 2014). The adaptation is based on the children’s drawings, the literature with the model (Egelman et al., 2009) being extended to encapsulate the key characteristics depicted by the children. The cross validation from the literature is essential to ensure there are theoretical underpinnings to the proposed guidelines. Despite only a third of the participants having an attention, knowledge, and compliance part to their warning signs, over 50% had two of the three characteristics. The data provided by the participants offered valuable insights into their comprehension of the risks and how this might be mitigated through warning messages (see Fig. 7).
5.1. Design principles (latent analysis results)

Outside of the attention, knowledge and compliance areas all privacy intervention warning messages should have similar qualities.

- warning messages should be instructive
- warning messages should avoid using vague terms; make any actions to avoid or mitigate risks clear and specific
- actions should be concrete in nature and avoid abstract terms to comply with the developmental needs of children at this age (Lee, 2000)
- warning messages should contain pictorials that include children in real-world settings
- stories should be used to help children understand the knowledge and compliance parts (Vitak, et al., 2018, Zhang-Kennedy, Baig, and Chiasson, 2017, Zhang-Kennedy and Chiasson, 2016). From the children’s drawings 35 of the designs contained a real-world setting, with 33 of them setting the warning against a story backdrop.
Despite “fear” being identified in several of the designs, the researcher believes that fear is not a suitable means to achieve a desired outcome, although this has been used globally on products such as cigarette packages (Brewer, et al., 2016). 27 of the designs included a portrayal of fear or need to fear the outcomes, while only 16 designs illustrated that the solution could also be fun. The purpose of any warning message should be to help a child make a mindful decision about what data to disclose, causing fear and obeyance to a pre-determined action would not encourage children to make mindful decisions. Fig. 8 is an example of a design which contains an undercurrent of fear; in this design the central character is holding what appears to be a knife dripping with blood, while the character on screen has crosses for their eyes.

While 64 designs suggested any solution should be instructive, it is the researchers’ belief that children should be empowered to make their own decisions towards privacy therefore warning messages should facilitate the child to make their own decision; the knowledge part will educate the user about the risks of their behaviour, and the compliance part will instruct the child how to avoid those risks, however the warning message should not prevent a child from taking any action.

Fig. 8. Example design with an undercurrent of “fear”. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

5.2. Design guidelines for attention (manifest analysis results)

The intervention should gain the child’s attention quickly; and this may mean drawing their gaze away from where it would have been without the intervention. Research has highlighted the problem with digital warning messages often being ignored (Livingstone et al., 2017) including the
fact users are accustomed to warning messages and these are often ignored (Egilman & Bohme, 2006). Table 1 justifies the important characteristics of the attention part, guidelines for which are synthesised below after the analysis has been compared to the available literature.

Location: Without the designs showing a physical interface it was difficult to judge whether children meant the warnings to be central with a user interface or to one side. The children may have focused on the content of the warning rather than the location of the warning. Despite this there were 7 messages that clearly represented a physical location within a screen. From these 5 out of 7 warning messages “popped up over the top”. Although this is a small number of the children’s design, there is evidence from a larger study with 667 adults that showed warning signs may be more effective when placed in the middle of the screen rather than in the periphery (Gainsbury, Aro, Ball, Tobar, & Russell, 2015).

Guideline A1: When privacy interventions appear, they should be separate from the action they are intervening and should appear in the middle of the screen.

Colours and Contrast: Red was used the most common colour used to grab attention and is associated with warnings in western cultures, but also recognised in other culture for example Hong Kong (Siu, Lam, & Wong, 2017). Red has been recognised as an effective warning message (Laughery, Young, Vaubel, & Brelsford, 1993) however, other primary colours may be suitable for a global market. For example in a study looking at colour in warning messages between the US and India, red, green, yellow were demonstrated to be effective at keeping participants from continuing with non-compliant actions (Silic, 2016). In addition, any message needs to ensure sufficient contrast between the foreground and background, black was the most common colour used to provide contrast between foreground and background within the children’s drawings.

Guideline A2: Privacy interventions could use primary colours to attract attention; the contrast between foreground and background should be enough to identify that the intervention is separate; colour choice can be made using cultural norms.

Format: The main formats used to obtain attention were words, sounds and pictorials; however, only 22 out of 119 designs that were coded with attention characteristics used formatting to obtain attention and most of the time attention was obtained by the fact there was a warning message appearing. The most common shape to gain attention, used 57 out of 119 times, was to display a warning message within the shape of a triangle with an exclamation mark at the top.

Guideline A3: Privacy interventions could be encapsulated within a shape such as a triangle with an exclamation mark placed at the top.

Signal Words: Words such as “warning”, “danger” or “stranger danger”, or words which quickly describe the risk associated with the situation were used in 59 out of 119 designs and were the most common type of signal word. Secondly most common words included “stop”, “think” or “wait” which encourage a pause before any further action is taken. The use of signal words such as danger, warning and caution has been recommended by the American National Standards Institute (ANSI, 2015) and maybe effective within this context.

Guideline A4: Use words that alert children to the risk (such as “warning” or “careful”) and consider using phrases relating to time or delay before taking physical or cognitive action. If signal words are presented through sound then the emotional voicing may have greater impact (Barzegar & Wogalter, 1998).
5.3. Design guidelines for knowledge

The knowledge part should give information about the risk and consequence. Researchers have attempted to educate children about the adverse consequences concepts (Knijnenburg and Cherry, 2016, Zhang-Kennedy, Bai, and Chiasson, 2017). Where possible both positive outcomes and negative outcomes should be communicated so that children are knowledgeable about the risk and the range of consequences (Vitak, et al., 2018).

Terms used: From the data children used lots of different terms to describe the risky behaviour, so the risks were categorised into smaller subgroups. Children used a wide range of different terminology to describe the risks within the 73 designs that were coded with knowledge characteristics. For example, in 36 of the designs they contained some kind of “threat of a person”, this is where the threat came from a character within the design and 18 of the designs contained some kind of “cyber threat” which had terms that could easily relate to the Internet for example, “private”, “track you down” or “hacked site”. Whilst 17 of the designs contained a “threat to the person” which involved terms such as “kidnap”, “bully” or “scam”.

Guideline K1: Designers should use plain and clear language that relate directly to the threat the risky behaviour has towards the child. For example, this may be a direct threat to the child because the action they are undertaking reveals their location or whereabouts.

Format: Children tended to use words or pictorials to impart knowledge about the risky behaviour whilst they did not use sound at all. 60 out of 73 designs used words and 13 designs used pictorials. Where pictorials were used the majority contained a central character to explain the risky behaviour. The use of characters has been used with children in other research were comics depicted the scenarios (Children’s Commissioner, 2018).

To describe the risky behaviour words should be used to describe the risky behaviour. If pictorials are to be used, it may be advisable to have a central character that can be consistently presented across different risky behaviours to form some sort of narrative/story. Age needs to be considered as it has been suggested that younger children have been found to respond better to animals than characters (Waterson & Monk, 2014). Cartoon characters have also been shown to be effective at communicating risk (Zhang-Kennedy, Baig, & Chiasson, 2017).

Guideline K2: Use words to describe the risky behaviour, if pictorials are also be used then include a central character across all pictorials.

Risk Made Explicit: 41 out of 73 designs made it clear/explicit what risk was associated with continuing the behaviour. For example, in Fig. 5 you can see that the child has clearly stated “people may cyber bully you”; this text clearly states that continuing to behave in the same way may lead to cyber bullying.

Guideline K3: The risk associated with continuing their behaviour should be made clear. A selection of both positive and negative outcomes should be presented within the privacy intervention (Vitak, et al., 2018).

5.4. Design guidelines for compliance

The compliance part of the privacy intervention should provide instruction/assistance so that the end-user knows what they can do to avoid taking the risky behaviour. While the purpose of the compliance part is to inform what actions can be taken to avoid the risky behaviour, the compliance
part should also be educational and provide an opportunity for both the child and mediator to learn (Badillo-Urquiola, et al., 2019).

Terms used: There were a range of different terms presented in the designs and these were categorised into three broader categories. The three categories are: What not to do based on 37 of the designs suggesting that the compliance terms should expressly tell the user what not to do; stop and think with 36 of the designs recommending the end-user should stop and think before they continue with their action; ask somebody else with 27 of the designs suggesting they should seek advice from another. These three categories encapsulate good advice where we want children to make mindful decisions (stop and think), avoid risky behaviours where they are confident (what not to do) and ask advice from a mediator when they are less confident (ask somebody else).

Guideline C1: The privacy intervention should encourage all children to pause, think and take mindful decisions; for those that are confident enough they should be directed to clear and easy instructions that avoid the risky behaviour (for example, “do not tell someone where you live”), but for those who are not as confident it should direct them to speak with a mediator.

Style: Children had many different styles for presenting compliance behaviour, with the “giving clear instructions” the most common style found in 46 out 103 designs. Other suggestions included “giving explicit instructions”, “using cartoons” and “asking a question”.

Guideline C2: Any compliance behaviour should be clearly stated using child-friendly language, but it should be instructional making it clear what actions to take to avoid the risky behaviour. Compliance behaviours could be portrayed and explained to facilitate dual processing of the information (Mayer & Moreno, 1998). This should help facilitate their comprehension by using multiple channels to process the information.

Pictorials: Children are emergent readers; therefore, assumptions cannot be made about whether the children can read and comprehend written text. Therefore, pictorial representation is recommended and widely used in info graphics and warning signs (Boto et al., 2015, Schaub et al., 2015, Wogalter et al., 2002b). Where language is used this should be moderated to ensure it is at the appropriate level for the children. In the children’s designs they largely omitted pictorials to communicate compliance, those that did use pictures had a central character or an animal within the pictorial.

Guideline C3: Like Guideline K2, privacy interventions could include characters, but a central character should be used across all pictorials. Where possible, link the warning message with the real-life context. These need to demonstrate how to avoid the risk for example, not uploading the image or accepting the friend request.

5.5. Using the guidelines to design privacy interventions

When using these guidelines, the designer must be working within a specific context; for example, they may be designing privacy interventions for a child’s online chat programme.

The “design principles” describe the general properties of the privacy interventions; for example, the design principles state that privacy interventions should be instructive/educational because all privacy interventions should aim to help children (and their mediators) learn about privacy, and to take mindful decisions about their own attitudes towards privacy.
The “design guidelines” describe the characteristics of the three parts of a privacy intervention. A privacy intervention should contain an attention part, knowledge part and compliance part; the guidelines describe how these three parts should be presented to the user.

It is essential to understand that the designer should be working within a specific context. All privacy interventions should be instructional/educational no matter the context, however, the privacy intervention may look very different for a child’s online chat program for a mobile phone environment versus an online chat program on a PC-based Windows 10 environment.

6. Conclusions and future work

This paper has contributed a set of design guidelines informed by children to aid the creation of online safety interventions. The research has shown that children can design warnings for each other, and the design guidelines generated provides designers with a basis for creating child-focused and child-informed “privacy interventions”.

The design guidelines produced adhere to the issues raised earlier in this paper. They follow warning message principles and have an “attention, knowledge and compliance” part (Laughery & Wogalter, 2014). By using the guidelines to create interventions it should facilitate children to develop their own education, abilities and will encourage them to take mindful decisions in the disclosure of any data (Yap & Lee, 2020). The guidelines can be used in any situation where private data is disclosed, and not just when submitting private data to businesses (Information Commissioner’s Office, 2020). While the guidelines have been written by an adult, they have been crafted by children identifying the things that will work best for other children, thus will meet the legal obligations placed by GDPR requiring data processors to use child-friendly language (Information Commissioner’s Office, 2019).

Further research is required to understand if the guidelines are effective within a global market. The guidelines have been developed with children in the UK and it is unclear whether these would transcend to other cultures or address the needs of children with cognitive or physical disabilities.

There are many different privacy risk situations and interaction styles that could be accounted for, so to test the viability of the design guidelines, a context must be given to the design task. For example, one context might be the warning messages found within an online chat program used on a computer. Any privacy warning symbols can be tested to see if the encourage children to think about the consequences of their actions before it is too late. Further work will look at the creation of interventions using the guidelines and their effectiveness with children.
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