Performance Evaluation of Selection Methods of Genetic Algorithm and Network Security Concerns

Hari Mohan Pandeya*

* Computer Science & Engineering, Amity University Uttar Pradesh, Noida, 201313, U.P., India

Abstract

Security is the prominent concern for the network and maintaining security is highly recommended. There exists several approaches has been attempted to address this challenging task. This paper presents the applicability of the genetic algorithm (GA) for security concerns. The working of the GA heavily depends on the various factors includes: reproduction operators, selection techniques, chromosome representation and problem type. There exist several selection methods presents play a vital role, but identifying the suitable one is a grand and persistent challenge. In this paper, a comparison of various selection techniques in the GA has been reported. The GA utilizes operators: crossover, mutation and selection to guide the searching in an iterative manner. A significant work has been conducted explains the importance of crossover and mutation probabilities, but very few researchers (some of them has shown the comparison of selection methods) presented the importance of selection approaches. The comparison of three: Rank based, Roulette wheel and Tournament selection techniques have been presented in this paper over Travelling Salesman Problem. Computational experiments have been conducted and results are collected considering distance should be as minimum as possible. Statistical tests (Paired T-Test and two ways ANOVA) are conducted to report the performance significance of selection techniques considered.
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1. Introduction

Genetic Algorithms (GAs) are “adaptive heuristic search algorithms” works on the Darwin’s principle of “survival of the fittest”. GA has been applied in different fields of engineering includes machine learning, image processing, grammatical inference, natural language processing, language interpretation and others. Individual competes each other in a generation – one that succeeds passed to the next generation. The GA is a two-step process, namely selection of parents and applying reproduction operations on the selected parents. Selection determines which individuals are chosen for the reproduction. It works on the approach: “the batter is an individual; the higher is its chance of being a parent.” There exist a number of approaches to select the parent chromosome that depends on the problem considered and its difficulty level. Identifying the most suitable selection method is considered as a crucial step in GA. The selection technique should be chosen cautiously, so that better individuals with high fitness value have a greater probability of selection. But the worst individuals should have little probability of selection and should not be completely discarded. This ensures that that our solution is global and reduces the risk of premature convergence.

In this paper, the comparison of different selection strategies for solving Travelling Salesman Problem (TSP) is presented. TSP is NP-Complete “combinatorial optimization problem” in which our aim is to find the shortest route of a salesman i.e. travelling starting from his home city, covering each city in his list at least once and returning back to his home city. There are various approaches to solve TSP like neural networks, simulated annealing, branch and bound, Genetic Algorithm and many more. Since GAs is optimization search algorithms used for minimizing or maximizing certain function – is considered to solve TSP in our experiment. Various researchers have solved TSP using GA in. Choosing a right selection technique is a very critical step in GA, since if not chosen correctly, it may lead to convergence of the solution to a local optimum.

The remaining paper is structured as: Section 2 presents the security concerns and how GA has been used. Section 3 gives an overview of GA for TSP. The selection strategies that we have analyzed are also explained in brief in the same section. Section 4 describes the simulation model in which experimental results are discussed and their analysis is done. The conclusion is drawn in section 5.

2. Genetic Algorithm and Security Concerns

Maintaining security is highly recommended to ensure safe and trusted communication, but still it is a challenging task to accomplish. It has been observed that communication over the Internet or over other network system suffers due to intrusions and misuse of the data. It motivated researchers to attempt this challenging task to achieve computer network security. There exist several approaches being employed for the intrusion detection, but unfortunately none of them are flawless. In the recent years, some encouraging results have been received, incorporating the GA. This section simply discusses the approaches developed for the network security where GA has been utilized.

Hoque et al. has incorporated the GA to the information evolution to filter the traffic data leads to decrease in the complexity using KDD99 benchmark data sets. Banković et al. has proposed a misused detection system, was based on the GA. The authors have deployed a principle component analysis (PCA), which extract important features of the data. Dutt and Chaudhuri have used encryption/decryption heuristic GA to achieve the network security. Islam et al. has discussed the importance of the GA for the network security and proposed a modified version of the GA uses special fitness function to detect security. This discussion leads to a conclusion that the power of the GA can be utilized for the network security and optimization purpose. The selection (survival selection, and parent selection) is a basic armory of the GA, greatly contributes to the success. Also, it is worth to mention that there are several selection techniques existing and most of the time difficult to pick the right one to perform the computational experiment, motivated the authors to conduct this study.

3. TSP uses Genetic Algorithm and Discussion of Selection Methods

This section presents an overview about the components of GA and their operations for solving TSP. GA uses a stochastic approach for randomly searching and optimizing the solutions. It ensures randomness and efficiency in
the search \(^3\). In GA, a chromosome shows a possible solution. The chromosome in TSP can be represented by the ‘path’ representation \(^1\). In TSP our main aim is to minimize the distance that we need to travel. Therefore, ‘path’ is the solution that we need to optimize and for that reason, it is represented as a chromosome in the GA process.

**Algorithm-1: Procedure GA-TSP (No. Of cities)**

Begin

Initialize GA and TSP parameters:

- No. Of cities
- Cities’ coordinates
- \(G_{\text{max}}\) shows the maximum number of generations
- Size of the population
- Crossover rate
- Mutation rate
- Tournament size

Generate random, initial population \(P(G)\)

Fitness ← Evaluate \(P(G)\)

While (((Result is not Optimum) OR (Generation < \(G_{\text{max}}\)))

- Do select a couple of parent population \(P_1\) from \(P(G)\)
- Apply crossover to \(P_1\)
- Apply mutation to \(P_1\)
- \(G = G + 1\)
- Update Population \((P(G),P_1(G))\)

End while

Display optimum result

End

The procedure for TSP using GA is explained using Algorithm-1 – starts by initializing GA’s parameters like total generations, the size of the population, the size of the tournament and crossover, mutation probabilities. It also supplies important information like Number of cities and their coordinates. Then random population is generated and the fitness of each chromosome is calculated. A new generation is formed with the help of selection, crossover and mutation operators. The selection operator chooses two parents from the current generation, which then reproduce a new child with the help of crossover and mutation operators. This new child chromosome forms the next generation, which is better than the previous one. This process continues until an optimum solution is achieved, or generation reaches its maximum limit. A solution is said to be optimum if a certain percentage of the population (say 90\%) have same optimum chromosome, out of which the best one is chosen as the optimum solution.

Three selection schemes: Roulette wheel, Rank based and Tournament selection are selected. Roulette Wheel Selection was proposed by Holland\(^12\) assumed that the selection probability of an individual chromosome is directly related to the fitness. It works in a similar fashion as a roulette wheel, in which, the selection probability depends on the central angle of the roulette wheel. In the same way, in GA, a whole population is partitioned in different sectors and the selection probability of an individual (one sector) is represented as an individual’s fitness to the total fitness of the population. The probability of selection of an individual \(I_i\) can be calculated using equation (1).

\[
PS(I_i) = \frac{f(I_i)}{\sum_{j=1}^{n} f(I_j)} ; j = 1, 2, ..., n
\]  

(1)

Where ‘ \(n\) ’ is the population size and \(f(I_i)\) is the fitness value of an individual \(I_i\).

Linear Ranking Selection was proposed by Baker\(^13\). In this, an individual in a population is first sorted as per their fitness, and then assignment of the rank takes place. ‘ \(N\) ’ is the rank given to the best individual, whereas rank ‘1’ is assigned to the worst. The probability of selection of an individual \(I_j\) is given in equation (2).
\[ P_i = \frac{1}{N} \left( n^- + \left( n^+ - n^- \right) \frac{i - 1}{N - 1} \right); i \in \{1, \ldots, N\} \]  

(2)

Where \( P_i \), \( n^- \) and \( n^+ \) respectively denotes the selection probability of \( i^{th} \) individual, worst individual and best individual.

Tournament Selection, the most popular selection techniques due to its less time complexity. In this, ‘\( n^- \)’ random individuals are chosen from the entire population and the individual with best fitness value is selected for the further processing of GA. Number of individuals taking part in each tournament is known as tournament size.

4. Experiment Design, Results and Discussion

This section focuses on the experimental design, results that we collected and their comparative analysis. The implementations have been done using Net beans IDE 6.9 beta, with system configuration 64 bits Windows 8 Operating System, 4 GB RAM and Intel Core I5 1.80 GHz Processor. The performance for ten TSP samples (one sample corresponds to 10 test runs) is tested for 20, 40 and 60-cities TSP (test runs for each sample is shown in Table 1). For our experiments, we have taken a combination of ordering crossover and swap mutation. The crossover and mutation probability that have taken is 0.3 and 0.01 respectively. Tournament size used in Tournament selection is 5.

Travelling distance has been considered as a result. All the experiments follow the same termination process, i.e. termination will not take place until the number of generations will reach to the threshold point. The threshold point is the maximum number of generations. From Table 1, we are unable to conclude that which selection technique provides the best solution to the considered problem. For this reason, paired sample T-Test was performed on our results to statistically analyze them and find the selection technique that is best suitable for our problem. The data were analyzed using computer-based statistical software package IBM SPSS statistics version 22. To start with analysis, first we need to define hypothesis outlined as:

**Hypothesis:**

\( H_0 \): \( \mu_0 = \mu_1 = \mu_2 \) (i.e. All the selection techniques give the same results)

\( H_A \): At least one selection technique is different from the above.

Significance was set at 0.05 (95% confidence).

Table 2 shows the mean, Standard Deviation and Standard Mean Error of each selection technique. The selection techniques are paired together in three combinations, i.e. Pair 1 (Tournament and Roulette wheel selection), Pair 2 (Tournament and Rank based selection) and Pair 3 (Roulette wheel and Rank based selection).

Table 3 is the result of paired sample T-Test. In pairs sample T-test, the data is needed to be entered in pairs. In paired T-test, we are interested in knowing the difference between each observation. We apply the following approach: for each pair, calculate the difference and then conduct a one sample T-test on the difference. The ‘t’ value can be calculated by applying equation (3).

\[
t = \frac{\bar{x} - \mu}{s / \sqrt{n}}
\]

(3)

Where \( \bar{x} \) is mean, \( n \) is number of samples that are taken into consideration, i.e. 30, \( \mu \) is the standard error mean and \( s \) is the standard deviation.

<table>
<thead>
<tr>
<th>S.No.</th>
<th>Roulette wheel Selection C=20</th>
<th>Tournament Selection C=20</th>
<th>Tournament Selection C=40</th>
<th>Tournament Selection C=60</th>
<th>Ranking Selection C=20</th>
<th>Ranking Selection C=40</th>
<th>Ranking Selection C=6</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Paired sample T-test

<table>
<thead>
<tr>
<th>Pair</th>
<th>Tournament</th>
<th>Mean</th>
<th>N</th>
<th>Std. Deviation</th>
<th>Std. Error Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pair 1</td>
<td>Tournament</td>
<td>471.4700</td>
<td>10</td>
<td>8.29940</td>
<td>2.62450</td>
</tr>
<tr>
<td></td>
<td>Roulette</td>
<td>452.0200</td>
<td>10</td>
<td>9.66020</td>
<td>3.05482</td>
</tr>
<tr>
<td>Pair 2</td>
<td>Tournament</td>
<td>446.9500</td>
<td>10</td>
<td>11.02970</td>
<td>3.48790</td>
</tr>
<tr>
<td></td>
<td>Ranking</td>
<td>452.0200</td>
<td>10</td>
<td>9.66020</td>
<td>3.05482</td>
</tr>
<tr>
<td>Pair 3</td>
<td>Roulette</td>
<td>446.9500</td>
<td>10</td>
<td>11.02970</td>
<td>3.48790</td>
</tr>
<tr>
<td></td>
<td>Ranking</td>
<td>446.9500</td>
<td>10</td>
<td>11.02970</td>
<td>3.48790</td>
</tr>
</tbody>
</table>

As we can see in Table 3, for Pair 1 (Tournament – Roulette Wheel), t (4.643) is not in its range (lower bound = 9.97367 and upper bound = 28.92633). This means that the null hypothesis $H_0$ is false for the Tournament and Roulette Wheel Selection. In Pair 2 (Tournament – Ranking), again t (5.818) is not in its range (lower bound = 15.20608 and upper bound = 34.55392). This means that the null hypothesis $H_0$ is false for Tournament and Ranking Selection also, whereas in Pair 3(Roulette Wheel - Ranking), t (1.308) lies within its range (lower bound = -3.95958 and upper bound = 14.81958). This means that the null hypothesis $H_0$ is true for Roulette Wheel and Ranking Selection. Therefore, we conclude that Rank based and Roulette Wheel Selection shows similar in their results, while other pairs are different from each other. Table 2 shows that Rank based selection have the minimum distance as compared to other techniques. Therefore, Rank based selection outperformed Roulette wheel and Tournament selection.

4. Conclusions

In our paper, we have done a comprehensive study of different selection techniques in GA to solve TSP. We then compared their performance in terms of the minimum distance required to get the shortest path in TSP. For our analysis purpose, we have taken 20, 40 and 60-city TSP with 10 samples for each selection scheme; each sample is
an average of 10 test runs. GA does not give the exact results, but gives most appropriate result for the desired problem. According to the experiments that we conducted, Rank based selection technique gave the best result in terms of distance. It was then followed by Roulette wheel and Tournament selection. We also concluded that Rank based and Roulette wheel selection shows similar in their results and can be paired together. GA can be applied to various NP-Complete problems like knapsack problem, 3-SAT problem, a subset problem, vertex cover problem, etc. In future, we can work on these NP complete problems and find the selection technique that is suited for each one of these problems. In this paper, we have specified the crossover and mutation methods and the reproduction parameters in order to get best results. In the future, we can do the same experiment for different combination of types of crossover and mutation techniques and/or change the values of reproduction parameters ($p_c$ and $p_m$).
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